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1 Interior-Point Method for Nonlinear Programming

Recall: Linear Programming.

min
x

c>x,

s.t. Ax = b,

x � 0.

Why we need the standard form? 1. For designing algorithm uniformly. 2. Any linear programming can be

transformed into the standard form. For example, consider the following problem:

min
x

c>x,

s.t. Ax � b.

It is equivalent to

min
x

c>x,

s.t. Ax + s = b,

s � 0.

Then, let x = x+ − x−, where x+ = max{x, 0} and x− = max{−x, 0}. Finally, it has
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min
x

[c>,−x>, 0]>


x+

x−

s



s.t. [A,−A, I]


x+

x−

s

 = b,


x+

x−

s

 � 0.

The Lagrangian is

L(x,λ,ν) = c>x + ν>(Ax− b)− λ>x.

The KKT conditions of the standard linear programming are

A>ν + c = λ,

Ax = b,

x � 0,

xiλi = 0,

λ � 0.

This is equivalent to

A>ν + c = λ,

Ax = b,

x � 0,

λ � 0,

X̄λ̄1 = 0,

where X̄ = diag(x), λ̄ = diag(λ) and 1 = (1, . . . , 1)>. Thus, solving the LP is to find the solution of

F0(x,λ,ν) =


A>ν + c− λ

Ax− b

X̄λ̄1

 = 0,

where λ � 0 and ν � 0. We can use Newton’s method with line search to handle this problem.

The conditions λ � 0 and ν � 0 lead to the significant hurdle of solving F(x,λ,ν) = 0. How can we

overcome this difficulty?
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Let us consider

min
x

c>x− µ ∑
i

log xi,

s.t. Ax = b.

The Lagrangian is

Lµ(x,ν) = c>x− µ ∑
i

log xi + ν>(Ax− b).

We compute
∂Lµ(x,ν)

∂xi
= ci − µ/xi + A>i ν.

If we further assume that µ/xi = λi, then the KKT conditions of the standard linear programming are

A>ν + c = λ,

Ax = b,

X̄λ̄1 = µ1,

x � 0.

Thus, solving the LP is to find the solution of

Fµ(x,λ,ν) =


A>ν + c− λ

Ax− b

X̄λ̄1− µ1

 = 0.

Solving Fµ(x,λ,ν) = 0 to obtain (x(µ),λ(µ),ν(µ)), then let µ→ 0.

Quadratic Programming: we consider

min
x

1
2
‖Ax− b‖2,

s.t. Cx � d.

Using slack variables (barrier method) is to obtain the equivalent problem

min
x

1
2
‖Ax− b‖2,

s.t. Cx + s = d,

s � 0.
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This is equivalent to

min
x

1
2
‖Ax− b‖2 − µ ∑

i
log si,

s.t. Cx + s = d.

The Lagrangian function is

Lµ(x, s,ν) =
1
2
‖Ax− b‖2 − µ ∑

i
log si + ν>(Cx + s− d).

Thus, its KKT conditions are

A>Ax− A>b + C>ν = 0,

Cx + s− d = 0

V̄S̄1 = µ1,

where V̄ = diag(ν), S̄ = diag(s) and 1 = (1, . . . , 1)>.

Let

Fµ(x, s,ν) =


A>Ax− A>b + C>ν

Cx + s− d

V̄S̄1− µ1

 .

Solving QP is to find the solution of Fµ(x, s,ν) = 0. And the real KKT system is F0(x, s,ν) = 0.

We summarize Algorithm 1 for solving F0(x, s,ν) = 0 approximately.

For QP, Eq.(1) is a linear system. For example, given µ, and we can compute that

∇Fµ(s,ν, x) =


I 0 C

V̄ S̄ 0

0 C> A>A

 .

Denote that r1 = Cx + s− d, r2 = V̄S̄1− µ1,r3 = A>Ax− A>b + C>ν, then Eq.(1) is
I 0 C

V̄ S̄ 0

0 C> A>A




∆s

∆ν

∆x

 =


−r1

−r2

−r3

 .

Using Gaussian elimination method to solve the linear system as the following three steps.

• Step 1: R2 ← R2 − V̄R1, that is
I 0 C

0 S̄ −V̄C

0 C> A>A




∆s

∆ν

∆x

 =


−r1

V̄r1 − r2

−r3

 .
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Algorithm 1 Interior Point Method for QP

1: Input: Given a initial starting point x0, s0,ν0, µ0 = 1, ε, and t = 0

2: while ‖Fµt (xt, st,ν t)‖ > ε do

3: Get an update direction ∆s, ∆ν, ∆x that satisfies

∇Fµt (xt, st,ν t)


∆s

∆ν

∆x

 = −Fµt (xt, st,ν t). (1)

4: Update 
st+1

ν t+1

xt+1

 =


st

ν t

xt

+ α


∆s

∆ν

∆x

 ,

where α is chosen by the line search method and ensure that

‖Fµt (xt+1, st+1,ν t+1) 6 0.99‖Fµt (xt, st,ν t)‖, (2)

st+1 � 0, (3)

ν t+1 � 0. (4)

5: Update µt+1 = 0.1
n
〈
st+1,ν t+1〉 (this is also called “duality measure”).

6: t := t + 1.

7: end while

8: Output: (xT , sT ,νT).

• Step 2:

R3 ← R3 − C>S̄−1R2, that is
I 0 C

0 S̄ −V̄C

0 0 A>A + C>S̄−1V̄C




∆s

∆ν

∆x

 =


−r1

V̄r1 − r2

−r3 − C>S̄−1(V̄r1 − r2)

 .

• Step 3:

∆x = (A>A + C>S̄−1V̄C)−1(−r3 − C>S̄−1(V̄r1 − r2)).

General Case:

min
x

f (x),

s.t. fi(x) 6 0.

This is equivalent to
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min
x

f (x)− µ ∑
i

log si,

s.t. fi(x) + si = 0.

The Lagrangian function is

Lµ(x, s,ν) = f (x)− µ ∑
i

log si + ∑
i

νi( fi(x) + si).

Then the KKT system is

∇ f (x) + ∑
i

νi∇ fi(x) = 0,

s + F(x) = 0

V̄S̄1− µ1 = 0,

where V̄ = diag(ν), S̄ = diag(s), F(x) = ( f1(x), . . . , fm(x))> and 1 = (1, . . . , 1)>.

Let

Gµ(x, s,ν) =


f (x) + ∑i νi∇ fi(x)

s + F(x)

V̄S̄1− µ1

 .

Solving the general optimization problem is to find the solution of Gµ(x, s,ν) = 0. And the real KKT system

is G0(x, s,ν) = 0. The similar algorithm with Algorithm 1 could be designed.
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